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Abstract

We investigate electronic energy-transfer dynamics in three model dimers within which

coherent intra-monomer nuclear motion has been induced by impulsive Raman excitation

using an optimized, electronically pre-resonant control pulse. Calculations of the donor-

survival probability, the ultrafast pump-probe signal, and the pump-probe difference signal

are presented for dithia-anthracenophane and homodimers of 2-difluoromethylanthracene and

2-trifluoromethylanthracene. Survival probabilities and signals, along with phase-space analy-

ses, elucidate the mechanisms, extent, and spectroscopic manifestations of external vibrational

or torsional control over electronic excitation transfer.

Introduction

In a recent paper (Ref. 1, here referred to as Paper 1), we outlined a basic theory of vibrational

control over electronic energy transfer (EET) and its spectroscopic observation by ultrafast two-

dimensional electronic spectroscopy (2D ES) or the pump-probe limit of 2D ES. Paper 1 describes

2D ES in terms of the quantum mechanical overlap between nuclear wave packets which are shaped

and transferred between different electronic potential energy surfaces by the action of ultrashort

laser pulses or by energy transfer. That description—termed multidimensional (or nonlinear) wave-

packet interferometry (md-WPI)—should be apposite to many situations of current interest in mul-

tidimensional spectroscopy involving the spectroscopic manifestations of coherent nuclear motion

or its interplay with electronic dynamics.2–28 A companion paper (Ref. 29, here called Paper 2)

presented numerical simulations of the vibrational-control process and its observation by pump-

probe spectroscopy in a variety of model EET systems.

A simplified model of the EET homodimer dithia-anthracenophane (DTA) was among the sys-

tems studied in Paper 2. EET in DTA, without prior vibrational excitation, has been a subject of

detailed experimental30 and theoretical31 investigation. Our calculations on DTA32 showed that

selective impulsive Raman excitation of the lowest frequency vibration (the 385-cm-1 mode-12) of

2
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the acceptor anthracene monomer by an optimally chosen transform-limited control pulse should

discernibly influence the subsequent time-evolution of a short-pump-induced donor excitation and

also the pump-probe difference signal. Interestingly, due to the small Franck-Condon displacement

of mode-12 in the S1 state of anthracene relative to the spatial width of the mode-12 vibrational

wave packet, the influence is fairly small and opposite in sense to the simplest quasiclassical pre-

diction (accelerating, rather than decelerating, short-time EET for the control-pump delay chosen

in Paper 2).33,34 Another model homodimer, featuring larger Franck-Condon displacement in a

certain mode of the monomers, exhibited stronger vibrational control over EET in a direction con-

sistent with quasiclassical predictions.35

The findings of Paper 2 motivate the present letter’s exploration of two strategies for the en-

hancement of coherent vibrational control in realistic EET homodimers. We return to our dithia-

anthracenophane model, termed DTA-12 for its inclusion of only mode-12 in both monomers,

and investigate the extent to which larger vibrational displacements (hence more efficient con-

trol over EET) can be generated by impulsive Raman excitation with a linearly chirped, rather

than transform-limited, control pulse. Using gas-phase laser-induced fluorescence and dispersed-

fluorescence data as guides, along with ab initio electronic structure calculations, we explore the

possibility of introducing stronger electronic-vibrational (or electronic-torsional) coupling within

the anthracence-dimer complex by adding various fluorinated methyl substituents to both monomers.

Calculations of donor-excitation survival probabilities and pump-probe difference signals as func-

tions of the control-pump delay provide quantitative assessments of the effectiveness, mechanisms,

and spectroscopic signatures of vibrational control of EET.

Setup

As in Paper 2, we consider various energy-transfer Hamiltonians of the form

H = |0〉H0 〈0|+ |1〉H1 〈1|+
∣∣1′〉H1′

〈
1′
∣∣+ |2〉H2 〈2|+ J

{∣∣1′〉〈1|+ |1〉〈1′∣∣} , (1)

3
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Figure 1: Three-pulse sequence of control-, pump-, and probe-pulse envelopes and interpulse de-
lays. Subresonant control pulse P induces impulsive vibrational motion in a Raman-active intra-
monomer mode, while electronically resonant pump A and probe C initiate and monitor excited-
state dynamics, respectively.

where |0〉 = |gg〉, |1〉 = |eg〉, |1′〉 = |ge〉, and |2〉 = |ee〉 are the ground, donor-excited, acceptor-

excited, and doubly-excited site electronic states, respectively; H j for j = 0,1,1′, and 2 are the

corresponding nuclear Hamiltonians; and J is the EET coupling. We set h̄ = 1 throughout, so

energy and angular-frequency units coincide. To Eq. (1) is added a time-dependent perturbation,

V (t) =− ∑
I=P,A,C

µµµ ·EI(t), (2)

accounting for the interaction of the EET complex with a subresonant control pulse, P, an elec-

tronically resonant pump pulse, A, and a resonant probe pulse, C, all of independently specified

polarization, arrival time, duration, center frequency, and other characteristics. The dipole-moment

operator appearing in Eq. (2) is taken to be the sum of those for the individual chromophores:

µµµ = m(|1〉〈0|+ |2〉〈1′|) +m′(|1′〉〈0|+ |2〉〈1|)+H.c. The pulse sequence is shown schematically

in Figure 1.

All three pulses are Gaussian in shape. To include the possibility that the most effective control

pulse might be chirped, we use laser fields of the form EI(t) = eIEIRe
(

fI(t)e−iΦI(t)
)
, in which the

pulse-envelope and phase functions are given by

fI(t) =
σI√

σ2
I + iαI

exp
{
− (t− tI)2

2(σ2
I +(αI/σI)2)

}
(3)

and

ΦI(t) = (t− tI)ΩI +(t− tI)2 αI

2(σ4
I +α2

I )
, (4)

4
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respectively.36 EI, eI, and tI are the field strength, polarization unit vector, and arrival time of the

Ith pulse, respectively. αI is the chirp parameter, and σI is the pulse-duration parameter of a

transform-limited pulse (i.e., one with αI = 0) having the same spectral intensity as the Ith pulse.

In order to define the nuclear Hamiltonians H j appearing in Eq. (1) for a given EET dimer, one

must specify the electronic potential energy surface for each electronic site-state. In addition, one

has to give the energy-transfer coupling element, J, which may in general be nuclear-coordinate

dependent. Ideally, one would perform ab initio electronic structure calculations on the full EET

complex, and determine adiabatic potential energy surfaces and nonadiabatic couplings as func-

tions of all relevant internal nuclear coordinates; such a program has largely been realized in a

recent, thorough study on DTA itself.31 Here we take a simpler, albeit less rigorous, approach

by constructing model dimer Hamiltonians based on a Frenkel-exciton picture of single-site ex-

citations in the isolated monomers.37 We take the site excitation energies to be those of the iso-

lated anthracene or substituted-anthracene moieties. As described further below, we ignore any

nuclear-coordinate dependence of the EET coupling, and estimate its value from spectroscopic

data (in the case of DTA30,38) or by scaling the DTA value using the transition dipole moments

of individual substituted-anthracene monomers assigned to a DTA-like geometry. We further take

advantage the ability of impulsive stimulated Raman scattering (ISRS)39 to selectively excite the

lowest-frequency Raman-active mode of a target chromophore: By constraining the control-pulse

duration
(
∼
√

σ2
P +(αP/σP)2

)
to be somewhat shorter than the period of each monomer’s lowest-

frequency Raman-active mode but longer than the periods of higher-frequency modes, so that its

interaction with the EET dimer leaves the latter quiescent, we are able to make do with a simpli-

fied dynamical model that incorporates only this lowest-frequency internal vibrational or torsional

degree of freedom in both anthracence or substituted-anthracene monomers.

Electronic Structure

The present study makes use of the same DTA-12 model of diathia-anthracenophane considered

in Paper 2. DTA-12 is a homodimer incorporating a single, low-frequency 385-cm−1 ag vibration

5
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within each anthracene monomer,40 displaced upon electronic excitation by δ12 ≡ d
√

mω12/2 =
√

0.31;38 the two molecular planes are assumed to be parallel to each other; the coupling ele-

ment is J = (16.8cm−1)exp(δ 2
12) = 22.9cm−1;29 and, for simplicity, the short-axis-polarized site-

transition dipole moments are taken to be mutually perpendicular, rather than approximately so.30

The second row of Figure 2 shows donor- and acceptor-excited site potentials for this system.

By virtue of its small δ -value, the Franck-Condon displacement of the 12-mode in anthracene

(and DTA-12) is less than the spatial width of that mode’s vibrational wave packet. In order to con-

struct realistic model systems with stronger electronic-vibrational coupling, we add a fluorinated-

methyl substituent to both anthracene monomers, graft these substituted anthracenes onto the DTA

structure, and adopt scaled values for the EET coupling. The choice of substituents is informed by

gas-phase fluorescence measurements on 2-methylanthracene,41,42 which revealed that the mini-

mum of the methyl-torsion potential in this system undergoes a 60◦ phase-shift upon excitation

to the S1 electronic state. Electronic structure calculations by Nakagaki and co-workers42 showed

that interactions between π molecular orbitals of the anthracene ring and the out-of-plane methyl

hydrogens act to stabilize the ground-state conformation at a zero-degree torsion angle. In S1 a

similar interaction favors the rotated-methyl orientation.

We carried out electronic structure calculations on 2-difluoromethylanthracene (DFMA) and

2-trifluoromethylanthracene (TFMA) using GAUSSIAN.43 The ground-state geometry of DFMA

was optimized via density functional theory (DFT)44 using the B3LYP hybrid functional45 and

a cc-PVDZ basis set.46 A methyl-torsion angle θ can be defined as the dihedral angle between

the planes containing atoms 1, 2 & 3 and 2, 3 & 4 (see Figure 2, third row), starting from the

equilibrium geometry (θ = 106.60◦) and holding all other nuclear coordinates constant. S0 and

S1 energies were found as functions of θ , using time-dependent density functional theory (TD-

DFT) for the excited state.47 As can be seen in the third row of Figure 2, these calculations predict

that electronic excitation of the DFMA monomer should lead to a substantial force on the methyl-

torsion coordinate at the Franck-Condon point and a shift in the potential-energy minimum to

θ = 87.77◦. The calculated S0 torsional frequency of the difluoromethyl group is 36.9 cm−1 (cor-

6
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Figure 2: Each two-by-two panel shows: (Upper left) Optimized ground-state structure of dimer
(DTA, this structure due to Jang and co-workers31) or monomer (DFMA and TFMA) for one
of the EET models. (Upper right) Vibrational or torsional potential of lowest-frequency Raman-
active mode in S0 and S1 states of monomer, along with ISRS-induced wave-packet dynamics (see
text). (Lower left) 2D potential in donor-excited state (state 1) with respect to donor (abscissa)
and acceptor (ordinate) intramonomer nuclear coordinates. (Lower right) 2D potential in acceptor-
excited state (state 1′). Dashed lines locate intersections between state-1 and state-1′ potential-
energy surfaces.

7
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responding to a 904-fs librational period), and its Franck-Condon energy in S1 is 68.5cm−1. We

may regard δ = 18.8◦/2∆θrms = 1.83 as a measure of the torsional displacement, so this system

features moderate electronic-nuclear coupling.

For TFMA, a slightly different procedure was employed. We used DFT with the B3LYP func-

tional and a 6-31+G(d,p) basis set to determine the monomer’s S0 equilibrium geometry.44,45,48

The minimum-energy conformation is predicted to mimic that of 2-methylanthracene: one C-F

bond lies in the anthracene plane, corresponding to an equilibrium methyl-torsional angle θ = 0◦.

In order that our 1D torsional potential exhibit three-fold symmetry, we set all three C-F bond-

lengths and F-C-F angles equal to the group-average value at the equilibrium geometry (the re-

quired changes in bond length were less than a tenth of the zero-point width of a C-F vibration).

The S0 and S1 energies were found as functions of θ between −60◦ and 60◦ using TD-DFT for

the excited state and freezing all other nuclear coordinates. Variation of θ did not appreciably

alter the direction or magnitude of the calculated S1−S0 transition dipole moment. The monomer

electronic potential energy plots in the fifth row of Figure 2 give an 84.0−cm−1 Franck-Condon

energy for the trifluoromethyl torsion, whose calculated S0 frequency is ω/2πc = 20.0cm−1 (cor-

responding to a 1.67-ps librational period). The dimensionless displacement of this mode upon

electronic excitation is δ = 60◦/2∆θrms = 5.4, so it exhibits strong electronic-torsional coupling.

The energy-transfer coupling constants for the DTA-like dimers (DFMA)2 and (TFMA)2 were

estimated by multiplying the spectroscopically derived JDTA by the ratio of the squared norms of

the transition dipoles for DFMA or TFMA and anthracene, calculated at the same level of theory.49

That is,

J(DFMA)2
∼= JDTA

µµµDFMA ·µµµDFMA
µµµanth ·µµµanth

= 16.8cm−1×0.819 = 13.2cm−1 (5)

and

J(TFMA)2
∼= 16.8cm−1×0.907 = 15.2cm−1. (6)

The bare electronic energy for the monomer S1← S0 transitions were determined by the methods

8
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described above to be 25,970 cm−1 for DFMA and 26,158 cm−1 for TFMA; but the accuracy of

these values is of no consequence for the energy-transfer calculations presented here, as we con-

sider only homodimers, and each laser center-frequency is specified by its resonance offset. Note

that, unlike the 385-cm−1 vibration in anthracene, the methyl librational frequencies in DFMA

and TFMA are only slightly larger than the estimated EET coupling constant of the corresponding

homodimer.

Dynamics

We performed dynamical and signal calculations for the three model systems by numerically diag-

onalizing the free-dimer Hamiltonian of Eq. (1) in the eigenbasis
{∣∣ j〉∣∣(na,nb) j

〉}
of the uncoupled

(J = 0) Hamiltonian; the exhibited basis element denotes a state in which the electronic degrees

of freedom are in state j, while the vibrations (or librations) are in an eigenstate of H j with na

and nb quanta in the donor and acceptor, respectively. The various reduced pulse propagators,

p( jk)
I (t;τ), which account for the reshaping of nuclear wave packets during electronic transitions,

were calculated in the same basis with the neglect of EET (setting J = 0 in the integrand), but with

full account of electronic-vibrational coupling (using the appropriate site-state potential function

in H j).50 The basis was truncated at a certain total number of vibrational quanta. In DTA-12, with

its small excited-state displacement, we took (na + nb) ≤ 9 and so kept 55 vibrational states in

each electronic state. More states come into play in (DFMA)2, but both torsional tunneling and

barrier crossing can be safely neglected in this system. The cutoff was na + nb = 18 for a total

190 vibrational states in each electronic state. Vertical electronic excitation of TFMA would copy

the torsional wave packet to the top of an S1 potential barrier. Although torsional tunneling could

be neglected on the time-scales of interest, barrier crossing in the three-fold symmetric potential

plays a significant role in the excited states, and many nuclear states must be retained to accurately

represent the dynamics. We kept 5050 torsional levels in each of the four site-states of (TFMA)2.

The basic mechanism of vibrational influence over EET explored in this letter is the same as

that put forward in Papers 1 and 2. The strategy is to generate non-Franck-Condon initial states of

9

Page 9 of 26

ACS Paragon Plus Environment

The Journal of Physical Chemistry

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60



nuclear motion in the one-exciton manifold of the dimer in order to control the times, frequency,

and duration for which the coherently evolving nuclear wave packet (in, say, the donor-state) comes

into contact with intersections between donor-excited and acceptor-excited electronic potential

energy surfaces (whose locations are indicated by dashed lines in Figure 2). It is at these loci

of “resonant points” (including the Franck-Condon point in a homodimer) that surface-crossing

energy-transfer transitions occur with greatest facility.51,52 In Paper 2, we used ISRS to initiate

coherent vibrational motion in the acceptor chromophore; in general this leads to a diagonal or

anti-diagonal trajectory (or something in between) following short-pulse electronic excitation of

the donor, which tends to avoid (or cross) the diagonal donor-acceptor intersection line. Because

(TFMA)2 (and to a lesser extent (DFMA)2) are seen in Figure 2 also to possess dynamically

accessible anti-diagonal intersection lines, we change tactics slightly in the present study and seek

to initiate vibrational motion in the donor chromophore prior to its electronic excitation, with an

eye to the possibility of trapping the short-pulse-excited wave packet in a well of the donor-excited

site-state potential, thereby once again controlling its access to donor-acceptor intersection lines.

For each of the dimer complexes under study, we searched for the control-pulse parameters of

center frequency ΩP and duration σP (and in the case of DTA-12, also the pulse-chirp parameter

αP) that give rise to the largest-amplitude motion of the relevant low-frequency intramonomer vi-

brational or torsional mode in the electronic ground state. The search was carried out explicitly

using a semianalytic form for the second-order action of the reduced pulse propagator,29 subject

to the constraint that the control-pulse-induced electronic excitation be less than a certain small

percentage of the norm of the portion of the ground-state wave packet proportional to E2
P.53 For

DTA, this search yielded optimal parameters ΩP = ε−1.58ω12 (where ε is the bare electronic tran-

sition frequency), σP = 0.217(2π/ω12) = 18.9fs, and αP = −0.031(2π/ω12)
2 = −234fs2.54 At

t− tP = 0.47(2π/ω12)(or0.97(2π/ω12)), the second-order wave packet in the affected monomer

attains its largest negative (or positive) displacement
〈
q
〉
=∓0.63d. Although the introduction of

chirp increases the range of the impulsively induced vibrational motion over the
〈
q
〉
= ∓0.54d

achievable with a transform-limited control pulse,29 the amplitude of motion (0.70∆qrms) remains

10
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somewhat less than the width of the mode-12 wave packet.

Transform-limited control pulses were found to produce excitation of the torsional mode in

(DFMA)2 and (TFMA)2 that is adequate for our purposes. For (DFMA)2, ΩP = ε − 60.2cm−1

and σP = 135.6fs are the optimal parameters in the absence of chirp. With these pulse properties,

impulsive Raman excitation is predicted to generate a coherent torsional oscillation of amplitude∣∣〈θ〉∣∣ = 4.67◦ in the difluoromethyl group of the stimulated monomer, a full 90% of the corre-

sponding 5.15◦ wave-packet width. The optimal control-pulse parameters for (TFMA)2 place the

center frequency 83.5cm−1 below vertical resonance (at θ = 0◦) with σP = 183fs. Since there is a

potential maximum at the Franck-Condon point of TFMA, the second-order torsional wave packet

in S0 undergoes breathing motion, rather than displacement, as its RMS width oscillates between

3.8◦ and 7.6◦.55

The range of motion of the vibrational probability density corresponding to the ISRS-induced

second-order wave packet is superimposed on the ground-state monomer potential curve plotted in

Figure 2 for each of the model systems.

As a test of the effect of initial vibrational excitation on the time-course of EET following

short-pulse electronic excitation, we consider the donor-survival probability, defined as

P1(t) =

〈
ψ1(t)

∣∣ψ1(t)
〉〈

ψ1(tA)
∣∣ψ1(tA)

〉 ; (7)

here
∣∣ψ1(t)

〉
is the nuclear amplitude remaining in the donor-excited state some time after the

excitation to that state by pulse A of the second-order ground-state amplitude with ISRS-generated

coherent vibrational motion in the donor chromophore.56 Operationally, the quantity P1(t) is the

pump-induced population of the donor-excited state derived solely from the portion of the ground-

state wave packet that is second order in the control-pulse field strength for a sample of oriented

dimers having one transition dipole moment parallel to the common polarization of the control

and pump pulses (and the other perpendicular to it), relative to its value at t = tA. Contour plots

in Figure 3 show the survival probability for each of our EET models as a function of the time

11
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Figure 3: Left, middle, and right columns give donor-excited survival probabilites for DTA-12,
(DFMA)2, and (TFMA)2, respectively, following short-pulse electronic excitation of donor a time
tAP after coherent impulsive excitation of its lowest-frequency Raman active mode. Upper panel
in each column shows survival probability with respect to post-pump delay for a range of tAP
values. Lower panels plot P1(t) slices featuring maximal enhancement or diminuition of short-
time EET (in blue and red), corresponding to control-pump delays indicated in upper panel, along
with survival probability in the absence of prior vibrational excitation (black).

following donor excitation, for a range of control-pump delays. The control-pulse parameters for

each system are those identified above. All pump (and, later, probe) pulses are transform limited.

The pump pulse used with DTA-12 is vertically resonant at the equilibrium position, with ΩA =

ε+ω12δ 2
12, and much shorter than a 12-mode vibrational period, with σA = 0.1(2π/ω12) = 8.66fs.

Survival-probability slices for values of the control-pump delay leading to the slowest (tAP = 40.8

fs) and fastest (tAP = 85.1 fs) initial loss due to energy transfer are shown in the lower left panel

of Figure 3 along with the survival probability following Franck-Condon excitation by the same

pump pulse of the unperturbed vibrational ground state. The evident variation of P1(t) with tAP

and the differences from the survival trace following Franck-Condon excitation show the extent of

vibrational control over EET achieved in the dithia-anthracenophane system. Despite the slightly

larger amplitude of coherent mode-12 vibration induced (in the donor) by a chirped control pulse,

the effect on donor-excitation survival is not dramatically different from that calculated previously

using a transform-limited control pulse (to induce coherent vibrational motion in the electronic

excitation acceptor).57

In the present instance, the internal vibration of the acceptor chromophore is stationary before

12
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Figure 4: Phase-space trajectories plotting simultaneous expectation values of position (or angle)
and momentum (or angular momentum) of relevant nuclear mode of donor chromphore in (left
to right) DTA, (DFMA)2, and (TFMA)2. Black path shows Raman-induced motion in electronic
ground state. Blue and red trajectories track wave-packet dynamics in donor-excited state fol-
lowing pump pulse at selected tAP values identified in Figure 3. Excited-state expectation values
are calculated in absence of EET (that is with J set to zero). Vertical dashed lines are at Franck-
Condon point, which is also point of intersection between donor-excited and acceptor-excited site
states when acceptor coordinate takes its ground-state equilibrium value.

and shortly after pump-pulse excitation of the donor, so we can gain insight by examining a plot

of the “phase-space” trajectory tracking the simultaneous position and momentum expectation

values of the donor vibration. The left-most panel of Figure 4 provides such a plot for DTA-12.

The black circle shows the clockwise trajectory of the donor vibration in the electronic ground

state. The large blue and small red circles describe the initial trajectories in the donor-excited

state corresponding to survival traces of the same colors in Figure 3 (bottom-left panel). Since

∆qrms = ∆prms/mω ∼= 0.90d for mode-12, the quantum mechanical distribution accompanying the

blue phase-point actually spends less time overlapped with the surface-crossing line q = 0 during

a vibrational period than that accompanying the red point, and EET is curtailed in the former case

compared to the latter. The blue survival probability trace, corresponding to the larger-amplitude

vibrational trajectory, also exhibits more pronounced vibrational quantum beating than the red one

as a result of wave-packet motion out of and into the surface-crossing region.

The central panels of Figure 3 plot the survival probability for (DFMA)2. We used a short pump

(σA = 90.4 fs) that is resonant at θ = 100◦. The top-center panel gives a two-dimensional represen-

tation for 180fs≤ tAP ≤ 1.08ps, while the bottom-center shows the individual survival-probability

scans corresponding to maximal enhancement (blue, for tAP = 325.6 fs) and diminution (red, for
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tAP = 940.6 fs) of short-time EET. In (DFMA)2 the influence of the difluoromethyl libration on ex-

citation transfer is substantial, and in keeping with the simplest quasiclassical predictions, due to

the sizeable displacement, 18.8◦ = 3.65∆θrms, between the S0 and S1 potential minima relative to

the angular width of the ground-state wave packet. The mechanism of this influence is illustrated

in the middle panel of Figure 4. The wave packets giving rise to both blue and red excited-donor

phase-space paths fully depart and later again approach the surface-crossing region θ ≈ 106.6◦.

The cessation of EET during the absence of the wave packet from the crossing region accounts for

the plateaus in P1(t). The blue trajectory spends more time near the crossing initially and penetrates

the region more deeply on its return, leading to faster EET.

In the case of (TFMA)2 we used a pump pulse of duration σA = 147fs, electronically resonant

at θ = ±7.4◦ (the classical outer turning points of a torsional oscillator having the zero-point

energy). The donor-survival probability for this system is displayed in the two right-most panels of

Eq. (7). Nuclear control over EET is effective in this system due to its strong electronic-torsional

coupling, as indicated by the significant variation with tAP of the survival probability from ∼ 0.5

to 2.0ps after excitation. The fastest (slowest) short-time EET is seen for tAP = 316.9 fs (700.5 fs).

(TFMA)2 behaves differently from (DFMA)2 in several interesting respects. As we have seen,

the RMS width, rather than the expectation value, of the torsion-angle coordinate of the donor chro-

mophore is set in motion by ISRS (it oscillates at twice the ground-state librational frequency). The

phase-plot in the right-most panel of Figure 4 shows donor angular and angular momentum expec-

tation values from the portion of the wave packets confined to the restricted range 0◦ ≤ θ ≤ 120◦.

In addition, the excited-state librational dynamics of the trifluoromethyl group is slower than en-

ergy transfer and highly anharmonic. The classical round-trip time for an oscillator placed on the

S1 potential at θ = 7.7◦ is 4.4 ps, whereas 2π/J = 2.19ps. Thus, a large amount of excitation

transfer occurs before the donor torsional wave packet leaves the Franck-Condon region. In fact,

the full range of donor population loss, from maximally accelerated (blue) to maximally deceler-

ated (red) can be explained by the delayed or hastened departure from that region, respectively;

this can be seen from the corresponding phase-space trajectories in Figure 4, which show only

14

Page 14 of 26

ACS Paragon Plus Environment

The Journal of Physical Chemistry

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60



the first 667fs of excited-state evolution. After a half-period of motion in the donor-excited state,

wave-packet spreading renders the angular-coordinate distribution insensitive to initial conditions,

and nuclear dynamics no longer influences electronic excitation transfer.

Signals

Although the donor-state survival probability (Eq. (7)) provides a useful theoretical metric for

vibrational control over EET, it is important to identify signatures of vibrational control in observ-

able spectroscopic signals. Accordingly, we next added a polarized probe pulse (C) to the control

and pump pulses considered thus far and calculated pump-probe difference signals1,29 from the

three energy-transfer dimers. For our purposes, a pump-probe signal is the pump-induced change

in the time- and frequency-integrated fluorescence from the single-exciton manifold generated by

the probe pulse, which is assumed to be proportional to the portion of the expectation value of∣∣1〉〈1∣∣+ ∣∣1′〉〈1′∣∣ that is proportional to E2
AE2

C.58 The pump-probe difference signal—proportional

to E2
PE2

AE2
C—is then the pump-probe signal with minus that without a preceding control pulse.

As detailed in Paper 1 and illustrated in Paper 2, pump-probe and pump-probe difference sig-

nals can be calculated as sums of several contributing overlaps between nuclear wave packets

generated and shaped by specific sequences of pulse- and excitation-transfer-induced transitions

between and evolution upon the four electronic site-state potential surfaces. Signals from isotropic

or oriented samples are obtained as sums of such overlaps, each weighted by an average over the

appropriate orientational distribution of a certain product of cosines between a laser-polarization

and a transition-dipole direction.1,59 In contrast to the quantity
〈
ψ1(t)

∣∣ψ1(t)
〉

appearing in Eq. (7),

the pump-probe difference signal has the advantageous feature of being proportional to the inten-

sity (∝ E2
P) of the control pulse, rather than its square. But there is a complicating feature too,

as terms in the pump-probe difference signal appear in pairs, in which the second-order action of

the control pulse is associated alternately with the bra or the ket in each contributing wave-packet

overlap.60,61

Calculated pump-probe difference and pump-probe signals from an isotropic DTA-12 sam-
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ple are plotted in the left column of Figure 5. For the pump-probe difference signal, an HHH

polarization scheme is used in which horizontally polarized control and pump pulses, with char-

acteristics listed above, are followed by a horizontally polarized probe pulse. An elongated σC =

0.5(2π/ω12) = 43.3fs and red-shifted ΩC = ε − 3ω12δ 2
12 were chosen to accentuate stimulated

emission at the expense of ground-state bleach and excited-state absorption signal contributions—to

the limited extent possible in this system with weak electronic-vibrational coupling. The left-

middle panel shows traces at two control-pump delays giving rise to disparate pump-probe dif-

ference signals (purple for tAP = 20.0 fs, teal for tAP = 69.5 fs). As with the donor-survival in

Figure 3, the range of pump-probe delays corresponding to a first interval of forth-and-back EET

(tCA ∼ 0to1ps) exhibits the greatest variability in the pump-probe difference signal. Both selected

pump-probe difference traces show prominent vibrational quantum beats throughout the displayed

delay range. The lack of direct proportionality between the pump-probe difference signals and

the HH-polarized pump-probe trace (left-bottom panel) by itself provides evidence for some de-

gree of vibrational influence over short-time EET in DTA, as it manifests a discernible difference

in form between the control-induced second-order wave packet and the vibrational ground-state

wave function. The middle column in Figure 5 gives pump-probe difference and pump-probe sig-

nals for an isotropic sample of (DFMA)2, calculated with the parameters stated previously for

H-polarized control and pump pulses and an H-polarized probe pulse of duration σC = 90.4fs with

its center frequency resonant at θ = 75.5◦ (the outer turning point for nuclear motion in the excited

state). Cuts from the 2D difference-signal plot for selected control-pump delays (purple for tAP =

217.0 fs, teal for tAP = 786.8 fs) are shown in the second panel of the middle column. Peaks in

the pump-probe difference signal (and in the HH-polarized pump-probe signal shown the middle-

bottom panel) occur when the torsional wave packet visits the outer turning-point region. Like the

corresponding plateau regions in the survival probability (Figure 3), these delay ranges show the

greatest variability with tAP, especially the first two, which take place during the initial stepwise

decrease in donor population. Spectral selection is effective in this system. For the chosen probe

frequency, the calculated signals are largely dominated by the stimulated-emission contribution,
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Figure 5: Calculated signals for DTA-12 (first column), (DFMA)2 (second), and (TFMA)2 (third).
Top panel in each column displays HHH-polarized pump-probe difference signal (in units of
σ2

Pσ2
Aσ2

CE2
PE2

AE2
Cm6/26) with respect to pump-probe delay tCA for range of control-pump delays

tAP. Middle panels give pump-probe traces at selected tAP values. Bottom panels plot HH-polarized
pump-probe signals (no control pulse; in units of σ2

Aσ2
CE2

AE2
Cm4/24). DTA and (DFMA)2 samples

are isotropic; (TFMA)2 has one transition dipole parallel to H-axis.

with ground-state bleach and excited-state absorption (not shown separately) accounting for only

a few percent of the plotted values. As expected given the moderate electronic-torsional coupling

in (DFMA)2, the pump-probe difference and pump-probe signals are visibly disproportionate.

The right column in Figure 5 shows calculated HHH-polarized pump-probe difference and

HH-polarized pump-probe signals for (TFMA)2. Control- and pump-pulse parameters are the

same as those given earlier. For these simulations, which required a large basis set, we present

only the stimulated-emission signals from an oriented sample having one site transition dipole in

the H-direction and the other perpendicular to it. With the choice of a probe pulse with duration

σC = 333fs having its center frequency electronically resonant from the bottom of the excited-state

potential, we can anticipate that stimulated emission will entirely dominate the signals. Selected

slices shown in the second panel of the right column are for tAP = 500.3 fs (purple) and 900.5 fs

(teal). Similar calculations in Paper 2 support an expectation that the signals from isotropic and

oriented samples should differ only in small respects. As was seen in Figure 3 for this system,
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the range of delays after the pump pulse up to 2ps, about a half-period of excited-state torsional

oscillation, displays the greatest sensitivity to the state of librational motion prior to electronic

excitation (i.e., the greatest variability with tAP). The pump-probe signal in the right-bottom panel

is dissimilar in form to the pump-probe difference traces shown in the panel above it.

Concluding Comments

The influence of impulsive vibrational excitation upon short-time EET predicted for the systems

considered here is short of complete on-off control, but it should be spectroscopically observable.

Experiments along the lines envisaged here and in Papers 1 and 2 are likely to bring to light many

interesting features of how vibrational dynamics affects the spatial transport of electronic excitation

in multi-chromophore assemblies.25–28 The most thorough characterization of these effects would

likely combine impulsive excitation of coherent nuclear motion with state reconstruction by md-

WPI or 2D ES.62,63

Several generalizations of the theoretical treatment and the experimental strategy naturally sug-

gest themselves. Despite the care taken to choose control-pulse durations that efficiently excite a

single nuclear mode, it remains necessary to incorporate vibrational relaxation and dephasing due

to anharmonic coupling between the driven mode and other intramolecular or medium degrees of

freedom, and the effects of these at nonzero temperatures. It would also be worthwhile to inves-

tigate the consequences for EET of selective or coordinated motion of a single mode or several

modes, respectively, by an appropriately designed control-pulse sequence. Beyond the fluorinated

methyl-group “control knobs” considered here, a wide variety of substituents that undergo signifi-

cant torsional or vibrational displacement upon electronic excitation of the parent chromophore are

likely to reward further investigation.64 A more exhaustive exploration the effects of control-pulse

chirp65 or the direct excitation of IR-active vibrations with phase-controlled THz pulses is also de-

sirable,66 along with an examination of the influence of coherent vibrational motion on EET within

the larger context of coherent-control theory.67,68 Our study of vibrational control has focused on

the influence of coherent intramolecular nuclear motion through its effect on EET surface-crossing
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or, equivalently, the variation of instantaneous “donor emission” and “acceptor absorption” fre-

quencies. It should also be possible to investigate the operation of this control mechanism in

concert with the deliberate external variation of intermolecular coupling.69–71
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